
CHAPTER 7 

All the Work that Makes It Work

Digital Methods and Manual Labour

Johan Jarlbrink

Automation is a temptation and a promise, and perhaps a threat. Old jobs dis-
appear as robots and software do what human workers used to. Is this also 
the case with research within the humanities? Computers can process datasets 
of texts so large that it would take several lifetimes for scholars just to read 
it. Computers are excellent in finding patterns that are hard to recognise for 
human eyes and brains. What should researchers do when computers are much 
better in doing what scholars used to?

In this chapter, I will argue that digital research is far from automatised.1 
A human being is still needed to make sense of results, of course. I will focus 
on something else, not on the creative ways in which scholars interpret  
data outputs, but on the dull tasks that make data outputs possible. Most data-
sets need cleaning, editing and error checking. The outcome of automatic 
processes needs to be examined by someone who goes through the results; 
sometimes it needs to be corrected manually. Such procedures are often left out 
completely or only mentioned in brief when digital methods are discussed. Yet, 
they have a significant impact on results and need to be taken seriously. 

I will mainly focus on various forms of text analysis, based on my own expe-
riences and what colleagues have told me, as well as cases described in the 
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literature. The cases are meant to shed light on an often neglected part of digi-
tal methodologies, but the mundane aspects of data cleaning and curation are 
also significant beyond the field of digital humanities. Such procedures can be 
understood as ‘a crucial part of the materiality of how scholarly and scientific 
work is done’.2 The manual work needed to feed, improve and evaluate digital 
processing belongs to a long history of little tools and (supposedly) insignificant 
back-end operations that have made different kinds of research output possible. 
Digital scholarship, as traditional archival research and experimental work in 
laboratories, involves material and conceptual actors as well as human ones.3

In the first section, I will give a short background and explain why I think 
manual digital work matters. Three empirical sections will exemplify various 
kinds of manual operations. First, I describe human-assisted computational 
analysis in the humanities in the 1950s, 1960s and 1970s. Second, I present my 
own experiences from a project based on 19th-century newspapers. Third, I 
tell the story of how a colleague of mine used digital Named Entity Recognition 
(NER) in combination with pen and paper.

Invisible Work

Glimpses of the manual work that makes digitisation and computational analy-
sis possible are sometimes given by accident. Google Books preserves a large 
part of our printed cultural heritage in a digital form, but also some of the hands 
that were needed to operate the scanners and handle the printed volumes. Just 
as the secretaries of the early 20th century, who left traces of themselves in the 
typewritten texts only as a result of errors, accidents make Google employees 
become visible in the digital database. Index fingers covered in condom-like 
pink gloves are included in many of the images now available online. They serve 
as a reminder of the people and work that feed the digital infrastructures.4 Part 
of the workforce digitising printed materials is less visible. Much of the post-
processing needed to produce useful digital surrogates is being outsourced to 
companies hiring low-wage workers in Cambodia and India.5

This kind of hidden work makes digitisation seem more straightforward and 
automatised than it is. The same goes for various forms of computer-assisted 
analysis. Tamraparni Dasu and Theodore Johnson has stated that:

In our experience, the tasks of exploratory data mining and data clean-
ing constitute 80% of the effort that determines 80% of the value of the 
ultimate data mining results. Data mining books … provide a great 
amount of detail about the analytical process and advanced data mining 
techniques. However they assume that the data has already been gath-
ered, cleaned, explored, and understood.6

Much of the cleaning can be done with software. Even an easy-to-use program 
such as Microsoft Excel allows you to search and replace, filter, merge, separate 
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and delete different kinds of data. More advanced or custom-made tools allow 
you to fine-tune the process. Still, such procedures need to be monitored in 
order to ensure the quality of the outcome. Sometimes software fail, and some-
times they need assistance from human pattern recognition. With a limited 
dataset, it can be more efficient to correct and edit by hand instead of spending 
time finding and running a software that will require additional and manual 
error checking anyway.

Algorithms solve problems according to specified rules. That is why they  
may be of limited use if a dataset is noisy and patterns are irregular. ‘Signals  
are always surrounded by noise, even to the extent that we cannot always 
decipher which is which.’7 Hadley Wickham explains (alluding to Leo Tol-
stoy) that ‘tidy datasets are all alike but every messy dataset is messy in its own 
way’.8 A dataset can be corrupt in numerous ways, but there is only one way in 
which it is flawless. The multiple possibilities of errors, and the irregularity of  
their occurrence, can make it difficult to specify the rules on how to solve prob-
lems algorithmically. In some cases, the fastest way may be to do some of the 
work manually.

As Dasu and Johnson point out, cleaning has a significant impact on results. 
Yet, detailed discussions on cleaning and error-checking processes are rare in 
introductions and chapters on methodology. Introductions usually describe 
digital tools, not manual or semi-manual tasks.9 The role of digital tools and 
models is often discussed in terms of black boxes, with an input and an output 
and an obscure software in the middle. Such black boxes must be opened up 
in order to make research processes transparent.10 Manual and semi-manual 
procedures can be said to represent another black box, however, perhaps even 
more opaque. They can be difficult to describe in a transparent way since they 
rely on human pattern recognition, a sensitivity to individual cases and the 
ability to make informed distinctions between information and noise.

A History of Manual Labour

As Markus Krajewski has pointed out in his media history of service, before 
digital servers there were human servants: human calculators, research assis-
tants and secretaries.11 The birth of automatised data processing did not do 
away with them. When Vannevar Bush speculated on the future research 
potentials of computers in 1945, he described a machine that ‘will take instruc-
tions and data from a roomful of girls armed with simple keyboard punches, 
and will deliver sheets of computed results every few minutes’.12 Father Robert 
Busa is often referred to as the first scholar to use the capabilities of computers 
within the humanities. However, his project also involved ‘a roomful of girls’. 
His interest started in the 1940s when he studied the preposition ‘in’ in the 
works of Thomas Aquinas. This research would clearly benefit from the tech-
nologies developed to speed up data processing in business and administration. 
Busa partnered with IBM and during the following decades they constructed 
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an index of the full vocabulary in the works of Aquinas, published in 1974 as 
Index Thomisticus. In words that echo in recent publications on distant read-
ing, Busa stated that: ‘What had first appeared as merely intuition, can today 
be presented as an acquired fact: the punched card machines carry out all the 
material part of the work of (making a concordance).’13

The process was far from automatic though. The mainframe computers avail-
able at the time required ‘a constant procession of human servants’.14 In 1964, 
Busa had a team of 60 people assisting him with editing, programming and 
machine operations. Around 35 staff members were required for key-punching 
texts, verifying, listing, sight-checking and punch-card processing (the data 
was later transferred to magnetic tapes). In 1951, he estimated that it would 
take four years to complete the index. The reason why the project was not fin-
ished until the mid-1970s was mainly the laborious work of pre-editing and 
proofreading. ‘Busa calculated that the thirty years of work he and others had 
spent on it amounted to roughly one million man hours.’15 The foundational 
project of what would become digital humanities was truly a manifestation of 
the manual work needed to process data with computers.

The labour-intensive process did not discourage other scholars from using 
computers in their research (perhaps because those who introduced new 
methods seldom emphasised the importance of manual tasks). When the Index 
Thomisticus was completed in 1974, Busa was no longer alone. Linguists were  
among the early adopters, as well as some historians. Swedish historians  
were introduced to the idea that ‘Clio faces automation’ in an article by Carl 
Göran Andræ from 1966. Andræ explained that modern computers provided 
solutions to problems related to massive source materials. With data coded 
onto punch cards, or optical and machine-readable paper forms, it was possi-
ble to sort large amounts of data mechanically or electronically. In many cases, 
the systems were used as search engines, but they could also perform statistical 
calculations. The examples he gave included databases of coded newspaper 
articles, correlations between election results and census data, and the geo-
graphical distribution of unions and memberships in popular movements. 
Andræ concluded, as Busa before him, that: ‘The mechanical work can now be 
left to computers.’16

Details on the actual research process are rare in publications by the first 
generation of computer-using Swedish historians.17 Assistants, secretaries and 
machine operators may have been essential parts of the research process, but 
they were rarely acknowledged in the end results. Some clues can be found, 
however, and the impression they give is quite different from Andræ’s opti-
mistic view. The most laborious tasks concerned coding, in this case referring 
to the transfer of data from source documents to machine-readable formats 
(punch cards or optical markings on paper forms). A Swedish pioneer, the 
press historian Stig Hadenius, explained in 1967 that it took ‘not more than 16 
people’ to extract the data needed for a pilot study on political news between 
1896 and 1908.18 A large project on Sweden during the Second World War had 



All the Work that Makes It Work  117

a group of researchers investigating newspaper debates during the war. In order 
to render the newspaper material searchable, they coded 165,000 articles to 
create an index based on punch cards. The research team manually coded 138 
variables for every article.19 In the 1970s, a series of dissertations from Lund 
University used similar methods to process newspaper articles on various top-
ics during the postwar era. Gunnel Rikardsson, who wrote about The Mid­
dle East conflict in the Swedish press (1978), did not elaborate on the manual 
tasks, but explained that six people had been involved in the process and that  
the ‘coding work was experienced as exacting, mainly due to the high degree  
of concentration needed’. When the newspaper data was finally coded,  
however, the computer took over the workload: ‘Manual processing had not 
been possible.’20

In his article from 1966, Andræ speculated on future research possibilities. 
Governmental agencies were already using computers to store and process 
data. Thus, for future historians who wanted to analyse the data, computer 
skills would be an absolute necessity. Most of the sources that historians worked 
with in the 1960s and 1970s were not ‘born digital’ though. The technologies 
(such as Optical Character Recognition, OCR) transferring analogue data to 
digital media showed promising results, but the majority of the research pro-
jects relied on manual labour. Millions of hours were spent on manual coding, 
punching and proofreading. The name of the research centre founded by Busa 
in the early 1960s was Centro per L’Automazione dell’Analisi Letteraria. Yet, and 
contrary to the automation emphasised in the name, photographs from the 
centre show what was often left unnoticed when research output was presented: 
rows of human operators, most of them young women.21

Struggling with Noisy Newspapers

The manual tasks needed today are of a different kind. The digitisation of 
sources is part of many research projects, but with scanners and software for 
OCR the digitisation of printed texts can be more or less automatised. Even 
handwritten texts can to some degree be digitised with the help of OCR tech-
nology. A significant difference, though, is that archives and libraries do much 
of this work for us. This is especially true for newspapers and books, parliamen-
tary records and collections of audio-visual media, paintings and maps, and 
other museum artifacts. As long as the copyright allows for it, texts and images 
are made available online. In most cases, we do not need (and cannot afford) 
35 assistants transferring data from one medium to another. Full-text search, 
topic modelling and tools for text analysis often make it unnecessary to code 
individual texts manually.

And yet, not all datasets are ready for processing out of the box; many of them 
can be very messy. As Carl Lagoze has pointed out, traditional archives and 
libraries used to guarantee the integrity of their records, at least in principle. 
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Control and curation were meant to facilitate the provenance and stability of 
data. The digitisation of collections and archival records has meant a fractur-
ing of this control zone.22 When millions and millions of pages are transferred 
(or translated) into digital formats, no one can guarantee the integrity of the 
data anymore. For large datasets of non-canonical texts in particular, libraries 
have spent less resources on curation, leaving researchers with much of the 
cleaning and preparation. Newspaper databases are notorious in this respect. 
Frequent OCR errors are well known, problems related to text segmentation 
less so, but both kinds of errors make it difficult to process the texts without 
manual interventions.

In one of my projects, I wanted to analyse discursive patterns in newspaper 
reports about the electrical telegraph in mid-19th-century Sweden.23 From the 
National Library of Sweden, I was able to download a complete dataset cover-
ing one major newspaper from 1830 to 1862, about 10,000 pages. A systems 
developer helped me to penetrate the data (the first person who was asked 
refused to work with a dataset this noisy). Our first goal was to find every arti-
cle containing the words ‘electrical’ and ‘telegraph’ (‘elektrisk’ and ‘telegraf ’ in 
Swedish). Since we expected a high frequency of OCR errors, we used a Leven-
shtein distance to identify corrupted versions of our keywords, allowing three 
characters to be added, replaced or missing. In this way, we got 489 different 
hits for ‘electrical’ and 4,017 for telegraph. This was all done with a few simple 
commands, and the result came quickly.24

Not all of the hits had anything to do with the electrical telegraph though, 
and in order to filter out the false positives I had to go through the lists manu-
ally. That ‘dialektisk’ and ‘apoplektisk’ referred to something else was easy to 
figure out, but what about ‘pelektriska’ and ‘elepris’? What about ‘tograf ’, ‘tfies-
raf ’ and ‘ttlefrnf ’? Such combinations of characters can only be interpreted in 
the context of their appearances in the newspaper. In order to single out the 
proper keywords, I had to search the database and read the texts. It turned 
out that many of the incomprehensible words generated by the OCR actually 
referred to the electrical telegraph. My corpus would have been much smaller 
if I had not spent some time on this semi-manual step.

With an edited list of keywords, it was possible to locate every ‘textblock’ in 
the XML-files where ‘electrical’ and ‘telegraph’ co-occurred. A textblock is a 
unit of text identified as a coherent text by the text segmentation tool used in 
the digitisation process. However, nineteenth-century newspapers are difficult 
to process for the tool. The small print, the lack of headlines and the packed 
columns give few graphical clues on where one text finishes and another one 
starts. Human eyes can see it quite easily, while digital tools make several mis-
takes. Many libraries send the auto-segmented newspaper pages to private 
firms with outsourced divisions in Eastern Europe, Cambodia and India. The 
job of the staff is to correct the segmentation where it has failed.25 The National 
Library of Sweden have skipped this crucial step in the process, however. I  
had to do the job myself.
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We soon discovered that the textblocks generated by the tool had little to 
do with the texts as they were printed in the paper. Short news items from the 
same column were regularly merged into one single textblock, and longer texts 
chopped up into shorter pieces. The only way to single out the texts I wanted 
was to read through the whole corpus of identified textblocks and delete the 
unrelated parts. I also deleted text lines and combinations too difficult to 
decipher, such as ‘lPlApfos2kOS2viKfSbmNAl’ and ‘rilet4R12bin1dPRRmo-
8botoFrfutmfsOMMFgpgFvf ’. I did not read the texts as carefully as I would 
have done if close reading was my main research method. But still, I had to 
read them.

With a somewhat clean dataset we could finally start to explore what the 
texts had to say about the electrical telegraph. We used a fairly simple and 
transparent method to identify semantic patterns. We looked at words co-
occurring in a sliding window, and used the network analysis tool Gephi to 
find clusters of frequently co-occurring words. We still had some problems 
with noise though. Our method identified co-occurring words no matter the 
quality of the OCR, but for the final analysis we wanted to merge corrupted 
versions with the uncorrupted (for example, ‘oeanen’ and ‘oceanen’ (the ocean), 
‘Mo«se’ and ‘Morse’). Once again, we used a Levenshtein distance to pick  
out the most likely candidates to be merged, but I went through the lists to 
confirm the results manually.

In the end, we came up with some new and fascinating results. Many of the 
ideas we frequently associate with the electrical telegraph were more or less 
absent in the newspaper reports. Very few mentioned anything about the uto-
pian potential of the new medium, it was not seen as an immaterial way of 
communicating and the idea that it ‘freed communication from the constraints 
of geography’ must be contextualised.26 A bureaucratic discourse on regulation 
was much more prominent than a utopian on liberation, many of the articles 
described the material components of the new network instead of immaterial 
flows of electrical signals, and the geographical prerequisites (such as ocean 
floors and mountains) that determined where cables could be laid out were 
described in detail. I recognised much of this already when I read the texts in 
order to delete the noise, but I believe the quantitative analysis made the con-
clusions more convincing.

Scholars writing about computational text analysis usually emphasise the 
need to combine distant and close reading.27 You need to switch between 
different perspectives to get an understanding of general patterns, as well as 
individual cases. In my own research, I already had to read the texts more or 
less closely in order to clean and prepare the corpus. When I reviewed the lists 
and graphs of frequently co-occurring words, I had an in-depth knowledge 
about the dataset on which they were based, making it easier to interpret the 
output. The time I spent reading and editing turned out to be well invested,  
but the process was very different from what I had imagined when I started  
the project.
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Recognising Named Entities

What media technology we consider to be the first one ever invented depends 
on our definition of media. One common definition emphasises that a medium 
is a technology for the storage and/or transfer of information.28 In that case, the 
tally stick might be the oldest media technology in human history. A tally stick 
keeps track of things you want to count (days, people, objects, etc.) and makes 
it possible to save the counts for later and to transport them from one place to 
another. The oldest one found, a bone from a baboon with carved markings, is 
at least 40,000 years old. ‘Although our ancestors could not have known it, their 
invention of the notched stick has turned out to be amongst the most perma-
nent of human discoveries.’29 That my colleague Erik is using their invention to 
keep track of an imprecise digital tool in 2018 would definitely be beyond their 
imagination. Erik counts on paper though, not a bone from a baboon.

Tools for NER make it possible to identify and extract names of persons 
(even mythological creatures), organisations and places in digitised texts, as 
well as expressions of time (1857, ‘next week’), monetary values and so on. 
The extracted data can be used for geographical visualisations, for network 
analysis, in timelines and as building blocks in other kinds of text analysis. 
HFST-SweNER, a language-processing technology developed to extract named 
entities from Swedish texts, is based on a dictionary as well as rules for identify-
ing entities not in the dictionary, but likely candidates based on their contexts.30 
Tests have shown that it works fairly well for a curated corpus of texts from the 
1990s, but will it work for 19th-century newspaper texts?

Erik Edoff is a media historian interested in geography. In one of his pro-
jects, he tries to figure out how new communication technologies in the 19th 
century reorganised the notion of space.31 Was the world getting smaller when 
telegraphs, railroads, canals and steamships made it possible to communicate 
across space in a shorter time or in no time at all? Did far-away places come 
closer as a result of a time-space compression? One way to examine this (but 
certainly not the only one) is to identify and count place names in newspapers 
before and after the introduction of the new technologies (Erik selected papers 
from 1850 and 1890). Were names of distant locations printed more frequently 
when news travelled faster? The first results generated with NER indicated that 
places in the local region were in fact getting relatively more attention when 
new connections made communication faster, compared to places outside of 
the region. These were exciting results, since they seemed to show that the 
impact of the new technologies was different from what is usually believed.  
The question then became whether these numbers could be trusted. Did the 
tool find all the place names printed in the papers? If not, was it biased towards 
local Swedish place names? 

In order to calculate the precision and recall, Erik chose a few newspaper 
issues for every title and year in the corpus. He read through the NER-tagged 
text files manually, and kept track of valid hits and false negatives in two 
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columns on a couple of paper sheets. The method of counting was basically the 
same as the one used by our distant ancestors making notches on a bone: one 
mark for every word counted (see Figure 7.1). The brackets enclosing some of 
the counts separate place names mentioned in advertisements and lists, such 
as weather reports, stock market prices, etc. Those entities were more difficult 
to identify for the digital tool. There are other and perhaps more sophisticated 
ways to count occurrences of place names. But pen and paper are often efficient 
tools for minor tasks. No downloading or installing is required, and no special 
training. The interface makes the paper easy to use, and it is highly flexible.

The manual control revealed that the tool had left several place names 
untagged. For some reason, it did not recognise locations such as Paris, Kiel or 
Swinemünde, nor the Swedish towns Gävle (in the 19th century: Gefle), Växjö 
(Wexiö) and many minor towns and villages. One explanation might be the 
old spelling, but in some cases (when the spelling changed between 1850 and 
1890), the tool recognised the old spelling, but missed the new. And the spell-
ing does not explain the case of Paris. One geo-administrative category was left 
untagged almost completely: the parish. Today, it is hardly used outside of the 
Swedish church, but in the 19th century it was one of the most common ways 
in which Swedish locations were identified. Apart from these place names, Erik 

Figure 7.1: How many named entities (locations) did NER find, and how many 
more did Erik find? New locations not tagged by the tool were recorded on 
post-it notes. Source: Author.
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found several locations untagged because of OCR errors. All of the entities 
identified manually were fed back into the system in order to make the final hit 
list more complete.

It turned out that the trend indicated by the first results was even more prom-
inent once the false negatives were included. The relative frequency of places 
in far-away countries did not increase with the introduction of new commu-
nication technologies. Rather, locations close to the towns where the newspa-
pers were published got more attention in 1890 compared to 1850. Erik’s close 
reading of the sample issues provided him with some possible explanations. 
New places were put on the map thanks to new communication technologies: 
railway intersections, telegraph stations, bridges where steamships picked up 
passengers and goods, locks connecting canals and lakes. The places most fre-
quently mentioned were those in the region, such as neighbouring towns and 
villages connected by railway, harbours close to home and regional centres 
nearby where telegrams were sent. New communications brought neighbours 
together. What was already close came even closer, while distant places were 
as far away as they were before. The repetitive task of recording place names 
on paper paid off in an interesting and convincing analysis. NER was a helpful 
tool, but it needed human assistance.

Troubleshooting Black Boxes

Digital models and tools will continue to improve. In the future there will, 
hopefully, be no need to carry out many of the manual tasks described in this 
text. OCR is getting more accurate every year; for some languages, NER seems 
to work fine already. On the other hand, as digital research practices are becom-
ing more widespread, researchers will try to use the methods for new kinds of 
materials and in new areas—even areas where they will not run as smoothly. 
If we limited our research to clean datasets, very little would be accomplished. 
Many of the manual tasks carried out by research assistants and undergradu-
ates in the 1960s are automatised today. New tools can achieve things unthink-
able 50 years ago, but not always without human interventions. New problems 
seem to arise as old ones are taken care of.

The long history of information management can be seen as a series of new 
solutions generating old problems. In a fascinating article about the paper tech-
nologies used by Carl Linneus, in his big data-project on the natural system, 
Staffan Müller-Wille and Isabelle Charmantier note a ‘curious dynamic’ in the 
attempts to master information overload. ‘The many technologies that were 
designed to contain information actually fuelled its further production, partly 
by providing platforms for more efficient data accumulation, partly by bringing 
to the fore new structural relations and patterns within the material collected.’32 
The result of technologies, developed to create order, overview and searchabil-
ity, is often a new information overload. The digital media of today have other 
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capabilities than Linneus’ paper slips and lists, but their operations are not as 
precise and clean as we might think. Rotten data, spam and noise thrives in  
a digital habitat (an interesting research topic in itself).33 As shown by libraries’ 
digitisation efforts, new technologies are far from perfect and human assistance 
is sometimes needed to keep them on track.

To edit, clean and validate large datasets manually or semi-manually may 
seem highly ineffective. In many cases, however, these procedures can be quite 
effective. Reading, counting, deleting and merging texts and other kinds of data 
in a manual or semi-manual fashion is a way to bridge distant and close read-
ing. Insights from such encounters with data can be fruitful in the final analysis. 
It might also be a way to dig deeper into the inner workings of the digital tool 
on which the researcher is relying, to figure out how a specific dataset was pro-
cessed and why the output turned out as it did. Troubleshooting is a good way 
to start if we want to examine what is inside the black boxes.

Notes

	 1	 The research presented here is part of the project ‘Digital Models: Techno-
historical collections, digital humanities & narratives of industrialisation’, 
funded by the Royal Swedish Academy of Letters, History and Antiquities.

	 2	 Star 2002: 109.
	 3	 On the role of marginal (and yet central) figures, actions and technologies 

in the history of science, see Becker & Clark 2001 and Krajewski 2018.
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	 5	 Fyfe 2016.
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	 7	 Parikka 2012: 111.
	 8	 Wickham 2014: 2.
	 9	 See, e.g., Jockers 2013; Graham, Milligan & Weingart 2016; Rockwell & 
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	 10	 Rieder & Röhle 2012.
	 11	 Krajewski 2018.
	 12	 Bush 1945: 104.
	 13	 Robert Busa quoted in Burton 1981: 1.
	 14	 Krajewski 2018: 308.
	 15	 Burton 1981: 3.
	 16	 Andræ 1966: 96.
	 17	 Jarlbrink 2015.
	 18	 Hadenius 1968: 68.
	 19	 The coding manual is now available online. See Åmark 2013.
	 20	 Rikardsson 1978: 59–60.
	 21	 Jones 2018.
	 22	 Lagoze 2014.
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	 24	 The newspaper noise is further explored in Jarlbrink & Snickars 2017.
	 25	 Fyfe 2016: 565.
	 26	 Carey 2008: 157.
	 27	 Jockers 2013: 26; Blevins 2014: 126; Hitchcock & Turkel 2016: 953.
	 28	 Mitchell 2017.
	 29	 Ifrah 2000: 64.
	 30	 Kokkinakis et al. 2014.
	 31	 Edoff, forthcoming.
	 32	 Müller-Wille & Charmantier 2012: 4.
	 33	 See Parikka & Sampson 2009; Eriksson 2016.
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